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# Question 1

In this question we just need the text part of last week’s assignment. Before we answer the sub-questions, we first import the data and make a *corpus* and *document term matrix* (DTM). these will then be used for the next questions.

Amongst the words that were removed were the search terms *artificial, intelligence* and *artificialintelligence*, and several usernames.

#--------------------------------------  
# Load Relevant Packages & Tweets  
#--------------------------------------  
library(readr)  
library(wordcloud)  
library(jsonlite)  
library(tm)  
library(SnowballC)  
  
AITweets <- read\_delim("AITweets.csv",   
 ">", escape\_double = FALSE, trim\_ws = TRUE)  
  
# Remove emoji's  
AITweets$text <- sapply(AITweets$text, function(row) iconv(row, "latin1", "ASCII", sub = ""))  
  
#--------------------------------------  
# Create Corpus and Clean Textual Data  
#--------------------------------------  
  
# Create Corpus  
vecdata <- VectorSource(AITweets$text)  
myCorpus <- VCorpus(vecdata)   
  
  
# Remove the links  
removeLinks <- function (x) {  
 gsub("http [^[:blank:]]+","",x)  
}  
myCorpus <- tm\_map (myCorpus, content\_transformer(removeLinks))  
  
# Only lower case  
tweets\_corpus\_clean <- tm\_map(myCorpus, content\_transformer(tolower))   
  
# Remove punctuation  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, removePunctuation)  
  
# Remove numbers  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, removeNumbers)   
  
# Remove stopwords  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, removeWords, stopwords("english"))  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, removeWords, c("userexperienceu", "artificial", "intelligence", "artificialintelligence", "murthaburk", "will", "dbrainio"))   
  
# Remove unnecessary white space  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, stripWhitespace)   
  
#stemming  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, stemDocument, language = "english")  
  
myCorpus <- tweets\_corpus\_clean  
  
#--------------------------------------  
# Create Term Frequency Matrix  
#--------------------------------------  
  
dtm <- TermDocumentMatrix(tweets\_corpus\_clean)  
dtm

## <<TermDocumentMatrix (terms: 2467, documents: 1021)>>  
## Non-/sparse entries: 9078/2509729  
## Sparsity : 100%  
## Maximal term length: 42  
## Weighting : term frequency (tf)

## Part (a)

Because euclidean distance is normally used to calculate distance with k-means clustering (<https://www.mailman.columbia.edu/research/population-health-methods/cluster-analysis-using-k-means>) and because the dataset does not suffer too much from high dimensionality, euclidean distance was used to measure the distance.

We first remove the spare items to allow for a more easily understandable analysis. Then we plot a cluster dendrogram to see if we can see any natural clusters forming. Again, the euclidean distance metric was used. It appears that 3 groups have formed, these were labeled with the red boxes.

The first cluster appears to discuss machine learning and the new capabilities of robots (thanks to artificial intelligence). The second cluster is solely defined by the word *human*. This cluster could be encoding the comparison between humans and AI (e.g. when they become smarter than us, if they can mimic our behavior). The final cluster on the right seems to be about the (potential) behavior of AI, but this is highly speculative.

Finally the elbow method is used to determine whether our choice of 3 clusters seems reasonable. Plotting the within groups sum of squares against the number of clusters shows different values every time, but the large drop is always between 2 and 5 clusters. This means our choice of k=3 is reasonable.

We finally finish with a cluster plot that shows that two components explain 67.9% of the point variability. Additionally, there is not much overlap between the clusters. A decision tree will also be created to show how each cluster can be attained.

set.seed(156)  
  
#--------------------------------------  
# Load Relevant Packages  
#--------------------------------------  
library(cluster)  
  
# Remove sparse words  
dtm2 <- removeSparseTerms(dtm, sparse = 0.95)  
dtm2

## <<TermDocumentMatrix (terms: 15, documents: 1021)>>  
## Non-/sparse entries: 1193/14122  
## Sparsity : 92%  
## Maximal term length: 9  
## Weighting : term frequency (tf)

dtm2 <- as.matrix(dtm2)  
distmatrix <- dist(scale(dtm2))  
  
#--------------------------------------  
# Plot Dendrogram  
#--------------------------------------  
fit <- hclust(distmatrix)  
  
plot(fit)
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clusters = 3  
  
  
#--------------------------------------  
# K-Means Clustering  
#--------------------------------------  
distDtm <- dist(dtm2 , method = "euclidean")  
  
groups <- hclust(distDtm, method = "ward.D")  
groups

##   
## Call:  
## hclust(d = distDtm, method = "ward.D")  
##   
## Cluster method : ward.D   
## Distance : euclidean   
## Number of objects: 15

plot(groups)  
rect.hclust(groups, k=clusters)
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dtm2 <- t(dtm2)  
  
  
#--------------------------------------  
# Elbow Method  
#--------------------------------------  
# Using elbow method to determine number of clusters  
x <- data.frame(dtm2)  
wss <- (nrow(x)-1)\*sum(apply(x,2,var))  
for (i in 2:15) wss[i] <- sum(kmeans(x, centers = i)$withinss)  
  
plot(1:15, wss, type="b", xlab="Number of Clusters", ylab="Within groups sum of squares")
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#--------------------------------------  
# Cluster Plot Principle Component Analysis  
#--------------------------------------  
rsltKmeans <- kmeans(dtm2, clusters)  
clusplot(dtm2, rsltKmeans$cluster, color = TRUE, shade = TRUE, labels = 4, lines = 0)
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It seems like the model checks whether the stem word *despit* is used, in which case it belongs to the third cluster.Then it checks Whether any of the words *use, learn* or *machin* are being used, if any of them are used, it belongs to the first cluster. Anything else and it belongs to the second cluster, the one that solely contained the word *human*.

#--------------------------------------  
# Load Relevant Packages  
#--------------------------------------  
library(rpart)  
library(rpart.plot)  
  
#--------------------------------------  
# Plot Decision Tree  
#--------------------------------------  
  
#add clusters to the existing dataframe  
dfcluster <- data.frame(dtm2, k = as.factor(rsltKmeans$cluster))  
  
#train the tree  
tree <- rpart(k ~ ., data = dfcluster, method = "class")  
rpart.plot(tree)

![](data:image/png;base64,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)

## Part (b)

We will now proceed with the sentiment analysis for twitter. We first import the file and clean the text in the same way as in **Part (a)**. After we have obtained the DTM we append the manual sentiment labels to create a data frame that contains the usage of the terms and the sentiment as columns. Here we find the first variable where we have a choice, *sparsity*. Using a trail an error method, we found that the optimal value for this is 0.96.

We then apply ten fold cross validation. Here we find the second variable we can tweak, the threshold of the prediction for the Naive Bayes model. Again, using the trail and error method we found a optimal threshold of 0.7. Finally to evaluate the performance we use accuracy and a confusion matrix. The code below was used:

#load libraries  
  
#--------------------------------------  
# Load Relevant Packages  
#--------------------------------------  
library("e1071")  
library("plyr")  
library(naivebayes)  
library(caret)  
library(pROC)  
  
# Set the values for the sparsity and the threshold for NB (easier tweaking).  
spar = 0.96  
nbt = 0.7  
  
#--------------------------------------  
# Convert to Corpus and Clean Text Data  
#--------------------------------------  
  
# Import the dataset and create corpus  
AITweets <- read\_delim("C:/Users/Loic RW/Google Drive/Big Data and Business Analytics/Assignments/Assignment 5/AITweets\_sentiment.txt", ">", escape\_double = FALSE, trim\_ws = TRUE)  
  
AITweets$sentiment <- as.factor(AITweets$sentiment)  
  
# Remove emoji's  
AITweets$text <- sapply(AITweets$text, function(row) iconv(row, "latin1", "ASCII", sub = ""))  
  
# Create corpus  
vecdata <- VectorSource(AITweets$text)  
myCorpus <- VCorpus(vecdata)   
  
# Remove the links  
removeLinks <- function (x) {  
 gsub("http [^[:blank:]]+","",x)  
}  
myCorpus <- tm\_map (myCorpus, content\_transformer(removeLinks))  
  
# Only lower case  
tweets\_corpus\_clean <- tm\_map(myCorpus, content\_transformer(tolower))   
  
# Remove punctuation  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, removePunctuation)  
  
# Remove numbers  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, removeNumbers)   
  
# Remove stopwords  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, removeWords, stopwords("english"))  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, removeWords,   
 c("userexperienceu", "artificial", "intelligence", "artificialintelligence",   
 "murthaburk", "will", "dbrainio"))   
  
# Remove unnecessary white space  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, stripWhitespace)   
  
# Stemming  
tweets\_corpus\_clean <- tm\_map(tweets\_corpus\_clean, stemDocument, language = "english")  
  
myCorpus <- tweets\_corpus\_clean  
  
#--------------------------------------  
# Make Term Frequency Matrix  
#--------------------------------------  
  
# Make term frequency matrix  
dtm <- TermDocumentMatrix(tweets\_corpus\_clean)  
dtm2 <- removeSparseTerms(dtm, sparse = spar)  
dtm2 <- t(as.matrix(dtm2))  
  
# Turn the dtm into a data frame  
dfsentiment <- data.frame(dtm2)  
dfsentiment$target <- as.factor(AITweets$sentiment)  
  
# Delete any potential missing values due to improper manual labeling  
dfsentiment <- dfsentiment[complete.cases(dfsentiment),]  
  
# Randomize the data  
dfsentiment <- dfsentiment[sample(1:nrow(dfsentiment)), ]  
  
#--------------------------------------  
# 10-Fold Cross Validation & Naive Bayes Model  
#--------------------------------------  
  
# Create 10 equally sized folds  
nFolds <- 10  
folds <- cut(seq(1, nrow(dfsentiment)),  
 breaks = nFolds,  
 labels = FALSE)  
  
# Vectors to store the results initialized with zeros  
pdNB <- NULL  
actual <- NULL  
  
# Define the model  
mdl <- as.factor(target) ~ .  
  
# Perform 10 fold cross validation  
for(i in 1:nFolds){  
  
 #Segment the data by fold using which-function  
 testIndexes <- which(folds == i, arr.ind = FALSE)  
 testData <- dfsentiment[testIndexes, ]  
 trainData <- dfsentiment[-testIndexes, ]  
   
 #train the model  
 rsltNB <- naiveBayes(mdl, data = trainData)  
   
 #Make predictions on the test set  
 NBClass <- predict(rsltNB, testData, type="class", threshold = nbt)  
   
 #save the results to calculate accuracy later on  
 pdNB <- c(as.character(pdNB), as.character(NBClass))  
 actual <- c(actual, as.character(testData$target))  
}   
  
meanAccNB = mean(pdNB == actual)  
meanAccNB

## [1] 0.6967509

actual <- as.factor(actual)  
pdNB <- as.factor(pdNB)  
  
confusionMatrix(pdNB, actual, positive = "1")

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction -1 0 1  
## -1 0 4 4  
## 0 11 144 40  
## 1 1 24 49  
##   
## Overall Statistics  
##   
## Accuracy : 0.6968   
## 95% CI : (0.6389, 0.7503)  
## No Information Rate : 0.6209   
## P-Value [Acc > NIR] : 0.005062   
##   
## Kappa : 0.3574   
## Mcnemar's Test P-Value : 0.028418   
##   
## Statistics by Class:  
##   
## Class: -1 Class: 0 Class: 1  
## Sensitivity 0.00000 0.8372 0.5269  
## Specificity 0.96981 0.5143 0.8641  
## Pos Pred Value 0.00000 0.7385 0.6622  
## Neg Pred Value 0.95539 0.6585 0.7833  
## Prevalence 0.04332 0.6209 0.3357  
## Detection Rate 0.00000 0.5199 0.1769  
## Detection Prevalence 0.02888 0.7040 0.2671  
## Balanced Accuracy 0.48491 0.6757 0.6955

As can be seen the accuracy of the model is 69.8%, simply choosing the most common factor would result in an accuracy of 62.1%. This shows that our model does not show great performance, but it is better than simply predicting neutral all the time. In the confusion matrix we see that the model classifies 0 most of the time correctly (83.7%). The sensitivity class 1 and -1 is poor, with 52.7% and 0% respectively.

# Question 2

First we collect all the data with *newsapi*, these are then put into data frames and saved for later use.

## Part (a)

#--------------------------------------  
# Load Relevant Files and Packages  
#--------------------------------------  
load(file = "cars.rda")  
  
# Read lines of Positive and Negative Words  
positive\_words <- readLines("positive\_words.txt")  
negative\_words <- readLines("negative\_words.txt")   
  
library(stringi) #to more cleanly transform to lower  
  
  
#--------------------------------------  
# Prepare Corpus and Clean Textual Data  
#--------------------------------------  
  
# Remove links Function   
removeLinks <- function (x) {  
 gsub("http [^[:blank:]]+","",x)  
}  
  
# Create a function to convert all strings to UTF   
convertUTF <- function(d) {   
 d$description <- iconv(d$description, "latin1", "ASCII")  
 d$description <- iconv(d$description, "ASCII", "UTF-8")  
 # Extract only complete cases  
 d <- d[complete.cases(d), ]  
}  
  
# Create a function to Clean each Corpus   
clean\_corpus <- function(x) {   
   
 x <- convertUTF(x)  
   
 vecData <- VectorSource(x$description)  
 myCorpus <- VCorpus(vecData)  
   
 # Remove Links  
 myCorpus <- tm\_map(myCorpus, content\_transformer(removeLinks))  
   
 # Convert words to lowercase  
 myCorpus <- tm\_map(myCorpus, content\_transformer(stri\_trans\_tolower))  
   
 # Remove punctuation  
 myCorpus <- tm\_map(myCorpus, removePunctuation)  
   
 # Remove numbers  
 myCorpus <- tm\_map(myCorpus, removeNumbers)  
   
 # Remove stop-words  
 myCorpus <- tm\_map(myCorpus, removeWords, stopwords("english"))  
   
 # Remove extra white spaces  
 myCorpus <- tm\_map(myCorpus, stripWhitespace)  
   
 # Stemming  
 myCorpus<- tm\_map(myCorpus, stemDocument, language = "english")  
   
}  
  
# Run function to clean corpus  
myCorpus.Volkswagen <- clean\_corpus(df.Volkswagen)  
myCorpus.Toyota <- clean\_corpus(df.Toyota)  
myCorpus.Honda <- clean\_corpus(df.Honda)  
myCorpus.BMW <- clean\_corpus(df.BMW)  
myCorpus.Ford <- clean\_corpus(df.Ford)  
myCorpus.MercedesBenz <- clean\_corpus(df.MercedesBenz)  
myCorpus.Volvo <- clean\_corpus(df.Volvo)  
myCorpus.Tesla <- clean\_corpus(df.Tesla)

#--------------------------------------  
# Score Each Corpus  
#--------------------------------------  
  
# Create a function to Score each Corpus  
  
score\_corpus <- function(y) {   
 # Initiate the Score Topic  
 scoreTopic <- 0  
   
 #Start a loop over the documents  
 for(ifold in 1: length(y)) {  
 terms <- unlist(strsplit(y[[ifold]]$content, " "))  
 pos\_matches <- sum(terms %in% positive\_words)  
 neg\_matches <- sum(terms %in% negative\_words)  
 scoreTopic[ifold] <- pos\_matches - neg\_matches  
 } # End of the for loop  
   
 df <- data.frame(text = sapply(y, paste, collapse = " "), stringsAsFactors = FALSE)  
 df$score\_topic <- scoreTopic  
}   
  
score.Volkswagen <- score\_corpus(myCorpus.Volkswagen)  
score.Toyota <- score\_corpus(myCorpus.Toyota)  
score.Honda <- score\_corpus(myCorpus.Honda)  
score.BMW <- score\_corpus(myCorpus.BMW)  
score.Ford <- score\_corpus(myCorpus.Ford)  
score.MercedesBenz <- score\_corpus(myCorpus.MercedesBenz)  
score.Volvo <- score\_corpus(myCorpus.Volvo)  
score.Tesla <- score\_corpus(myCorpus.Tesla)

# Merge all scores to plot  
df <- cbind(score.Tesla, score.BMW, score.Ford, score.Honda,   
 score.Toyota, score.MercedesBenz, score.Volkswagen, score.Volvo)  
  
#--------------------------------------  
# Evaluate Sentiment  
#--------------------------------------  
  
# Total Sum of Scores of Topics (Positive Words - Negative Words) / Mean of Scores of TOpics  
sums <- data.frame(Sums = colSums(df, na.rm = TRUE))  
sums

Sums

score.Tesla -13 score.BMW -20 score.Ford 64 score.Honda 27 score.Toyota 78 score.MercedesBenz 108 score.Volkswagen 37 score.Volvo -32

means <- data.frame(Means = colMeans(df, na.rm = TRUE))  
means

Means

score.Tesla -0.02233677 score.BMW -0.03436426 score.Ford 0.10996564 score.Honda 0.04639175 score.Toyota 0.13402062 score.MercedesBenz 0.18556701 score.Volkswagen 0.06357388 score.Volvo -0.05498282

When evaluating which brand has the most positive sentiment, we initially evaluated the sum of the sentiment where *sentiment = positive words - negative words*. The highest in this data is Mercedes Benz with a sentiment score from the whole corpus of 108. This means that Mercedes Benz has the most positive terms relative to negative terms out of all brands. When evaluating the average sentiment score per document, it is seen that again Mercedes Benz has the largest score with an average 0.18 score out of all documents within the corpus. In order to get better visualization of the distribution of these sentiment scores, a box plot was plotted.

#--------------------------------------  
# Plot Boxplot  
#--------------------------------------  
par(mar = c(10,4,4,2) + 0.1)  
boxplot(df, ylab = "Sentiment Score (Positive Word - Negative Word)", las = 2)
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## Part (b)

Here we simply chose a value of 0 for the cutoff. This means that a document with a sentiment score higher than 0 will be labeled as 1, while the ones with a sentiment score of less than 0 will be labeled as -1, the rest is labeled as 0.

#--------------------------------------  
# Prepare Term Frequency Matix into Data Frame  
#--------------------------------------  
  
# Create a Function to convert the corpus to a data frame   
# with the calculated sentiment scores  
  
convert2DF <- function(a, b) {   
 df <- cbind(data.frame(text = sapply(a, paste, collapse = " "),   
 stringsAsFactors = FALSE), score\_topic = b)  
}  
  
# Run the functions for each brand  
df.Volkswagen.Corp <- convert2DF(myCorpus.Volkswagen, score.Volkswagen)  
df.Toyota.Corp <- convert2DF(myCorpus.Toyota, score.Toyota)  
df.Honda.Corp <- convert2DF(myCorpus.Honda, score.Honda)  
df.BMW.Corp <- convert2DF(myCorpus.BMW, score.BMW)  
df.MercedesBenz.Corp <- convert2DF(myCorpus.MercedesBenz, score.MercedesBenz)  
df.Ford.Corp <- convert2DF(myCorpus.Ford, score.Ford)  
df.Volvo.Corp <- convert2DF(myCorpus.Volvo, score.Volvo)  
df.Tesla.Corp <- convert2DF(myCorpus.Tesla, score.Tesla)  
  
  
# Merge all dataframes  
df <- rbind(df.Volkswagen.Corp, df.Toyota.Corp,   
 df.Honda.Corp, df.Ford.Corp, df.BMW.Corp,   
 df.MercedesBenz.Corp, df.Tesla.Corp, df.Volvo.Corp)  
  
# Classify Sentiment based on cutoffs  
# Cutoffs ( > 1 is "1", < 1 is "-1", and 0 is "0")  
df$sentiment[df$score\_topic > 0] <- 1  
df$sentiment[df$score\_topic < 0] <- -1  
df$sentiment[df$score\_topic == 0] <- 0  
  
# Convert Back to Corpus  
vecData <- VectorSource(df$text)  
myCorpus <- VCorpus(vecData)  
  
# Convert to Document Term Matrix -   
dtm <- DocumentTermMatrix(myCorpus)  
  
# Remove Sparse Terms  
dtm2 <- removeSparseTerms(dtm, sparse = 0.99)  
dtm2 <- as.matrix(dtm2)  
  
# Create Data Frame for Predictions  
df.news <- data.frame(cbind(dtm2, sentiment = df$sentiment))  
df.news$sentiment <- as.factor(df.news$sentiment)  
  
#----------------------------------  
# 10-Fold Cross Validation - Prep  
#----------------------------------  
  
# Prepare Cross Validation  
# 1 - Randomize the order of the observations  
df.news <- df.news[sample(1:nrow(df.news)), ]  
  
# 2 - Create 10 equally sized folds - (10 = K)  
n.Folds <- 10  
Folds<- cut(seq(1, nrow(df.news)),   
 breaks = n.Folds,   
 labels = FALSE)

#----------------------------------  
# Naive Bayes Classifier   
#----------------------------------  
  
library(caret)  
library(e1071)  
  
# Define the Model  
  
mdl.news <- sentiment ~ .   
  
# Create Empty Vectors to Collect Results  
accuracy.NB <- rep(NA, n.Folds)  
accuracy.SVM <- rep(NA, n.Folds)  
  
# Perform the 10-fold cross validation for Naive Bayes  
#Set a threshold   
nbt = 0.5  
  
for(i in 1: n.Folds) {   
   
 testIndexes <- which(Folds == i, arr.ind = TRUE)  
 df.news.test <- df.news[testIndexes, ]  
 df.news.train <- df.news[-testIndexes, ]  
   
 #Fit NB Model  
 rslt.NB <- naiveBayes(mdl.news, data = df.news.train)  
 #Fit SVM Model  
 rslt.SVM <- svm(mdl.news, data = df.news.train, type = "C-classification", probability = TRUE)  
   
 #Predicted Classification Test Set  
 pred.NB <- predict(rslt.NB, df.news.test, type = "class", threshold = nbt)  
 pred.SVM <- predict(rslt.SVM, df.news.test, type = "response")  
   
 #Accuracy  
 accuracy.NB[i] <- mean(pred.NB == df.news.test$sentiment)  
 accuracy.SVM[i] <- mean(pred.SVM == df.news.test$sentiment)  
   
}  
  
# Calculate Results for Naive Bayes Model: Accuracy  
JSONAccNB <- mean(accuracy.NB)  
JSONAccNB

## [1] 0.5899393

JSONAccSVM <- mean(accuracy.SVM)  
JSONAccSVM

## [1] 0.7192802

In this data, SVM has the highest accuracy in predicting the sentiment for the news articles based on textual data with a mean accuracy of mean(accuracy.SVM) over a Naive Bayes which has a mean accuracy of mean(accuracy.SVM).